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The recent explosive publications of big data studies have well documented the rise of big data and its
ongoing prevalence. Different types of ‘‘big data” have emerged and have greatly enriched spatial infor-
mation sciences and related fields in terms of breadth and granularity. Studies that were difficult to con-
duct in the past time due to data availability can now be carried out. However, big data brings lots of ‘‘big
errors” in data quality and data usage, which cannot be used as a substitute for sound research design and
solid theories. We indicated and summarized the problems faced by current big data studies with regard
to data collection, processing and analysis: inauthentic data collection, information incompleteness and
noise of big data, unrepresentativeness, consistency and reliability, and ethical issues. Cases of empirical
studies are provided as evidences for each problem. We propose that big data research should closely fol-
low good scientific practice to provide reliable and scientific ‘‘stories”, as well as explore and develop
techniques and methods to mitigate or rectify those ‘big-errors’ brought by big data.
� 2015 International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS). Published by Elsevier

B.V. All rights reserved.
1. Introduction

The prevalence of big data exerts a profound impact on many
disciplines, including public health and economics (Einav and
Levin, 2014; Khoury and Ioannidis, 2014). Almost all disciplines
and research areas, including computer science, business, and
medicine, are currently deeply involved in this spreading computa-
tional culture of big data because of its broad reach of influence
and potential within multiple disciplines (Boyd and Crawford,
2012). As a highly interdisciplinary subject, space information
science and related disciplines (e.g., geography and urban studies)
are also largely affected by the new technical wave of big data. The
past several years have seen the popular applications of big data,
such as inferring people’s daily travel behavior and interaction
using mobile phone data and taxi trajectory data. We can foresee
that the wave of big data will eventually be extended to other city
applications such as real-time population census and energy use at
home or in vehicles. The key question is no longer technological
but organizational (Batty, 2012). However, ‘‘big data is part of
the wave but that is just data. Data only matters if it is useful”
(Webster, 2014). We argue that big data also brings problems in
data quality and data usage, which undermine the usability of
big data. Research based on data with errors don’t meet the
requirements of good scientific research in terms of authenticity
and accuracy. This type of research will likely result in biased or
wrong conclusions if we do not have a deeper understanding of
the quality issues of big data and its consequent problems.

This study reviews existing literature on big data in spatial
information sciences and related fields to obtain an understanding
of the current hype on big data and its data quality. We attempt to
determine the typical data quality and data usage problems that
undermine the authenticity and reliability of big data research in
this field. Our intention is not to discourage big data research but
to promote a scientific and reliable research culture for big data
studies and to facilitate the production of high-quality research.

This review is comprised of three sections. We first present an
overview of big data research in spatial information sciences and
related fields. This section clarifies the definition of big data and
summarizes the current application scope of big data in spatial
information sciences and related fields. Several influential empiri-
cal publications that focus on big data are highlighted. We also
explicate the three paths wherein big data influence spatial infor-
mation sciences and related disciplines which are data collection,
data processing and data analysis; and we assess current big data
ensing
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studies from the perspective of the three paths respectively. We
then focus on the ‘big errors’ in data collection, processing, and
analysis for big data in spatial information sciences and related
fields. We elaborate on the five data quality and data usage issues
of big data, namely, authoritativeness problem, information
incompleteness and noise problem, representativeness problem,
consistency and reliability issues, and ethical problems. Cases of
empirical studies are presented as evidence. Finally, this paper pre-
sents several specific coping strategies and recommendations to
help decrease the data error of big data research.
2. Overview on big data research in spatial information sciences

2.1. What exactly is big data and what makes them popular

Big data is generally considered linkable information that have
large data volumes and complex data structures (Khoury and
Ioannidis, 2014), such as social media data, mobile phone call
records, commercial website data (e.g., eBay, Taobao), volunteering
geographical information, search engine data, smart card data, and
taxi trajectory data. Big data came into the focus of academics only
in the past decade as shown in Fig. 1, but the explosive publica-
tions of big data studies show that big data topics will probably
continue to proliferate in the next few years.

The most popular description of big data thus far is the ‘‘3V”
model, where ‘‘3V” refers to volume, variety, and velocity (Laney,
2001). Volume literally means that typical big data have particu-
larly large data volume. For example, mobile phone call records
usually have 70 million data entries (Gao et al., 2013), video
surveillance records can even have larger data volume in terms
of data storage. Variety means that big data have diversified data
sources, data structures, and potential applications. Velocity refers
to the real time or quasi-real-time data updating. For instance, air
quality monitoring data are often updated once or several times
each day. In addition to the ‘‘3V” model, ‘‘4V” and ‘‘5V” models
are emerging as researchers attempt to redefine big data. IBM pro-
motes the conformance to veracity to explain the bias problems
brought by big data and believes that the ‘‘4V” model can accu-
rately describe big data (IBM, 2013). Several media columns argue
that big data also have the features of value, variability, and visu-
alization (McNulty, 2014).

However, the typical ‘‘big data” in spatial information sciences
and related fields appears unfit for the ‘‘4V” big data model. Some
Fig. 1. Number of published studies on ‘‘big data” based on literature search of the
phrase ‘‘big data” in the topic field in the database of web of knowledge from the
year 1956 to 2014.
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‘‘big data” such as the social media data of a specific topic are small
in terms of data volume and are even smaller than some traditional
datasets such as census data. Big data is more about the capacity to
search, aggregate, and cross-reference large datasets than its large
volume (Boyd and Crawford, 2012). Thus, we argue that ‘‘fine-scale
spatial–temporal data” will be a more appropriate term to describe
the big data in spatial information sciences and related fields since
the big data in these fields is usually characterized by a very fine
granularity and spatial–temporal dimensions.

We believe that one of the reasons why big data is popular in
most disciplines is that it largely improves the data availability
and accessibility of research subjects, thus allowing the study of
topics that were difficult to interrogate because of poor data avail-
ability. Big data provide ‘‘the capacity to collect and analyze data
with an unprecedented breadth and depth and scale” (Lazer
et al., 2009). For example, obtaining detailed data on the spatial–
temporal behavior of urban residents used to be difficult. However,
such information has now become accessible and easy to collect
because of the popularity of personal communication devices with
smart sensors.

Another important feature of big data that makes it prevalent is
that it provides extraordinary fine-grained detailed data in terms
of analysis units, spatial, and temporal resolution. For instance,
smart card and mobile phone data are collected at the individual
level (Richardson et al., 2013). Such data can be observed at short
intervals, for example, on a per-hour basis. Data with fine analysis
units offer a significant chance for rigorous and accurate research
because researchers can examine the causal relationship in a small
analysis unit and avoid ecological fallacy and the other issues
caused by data aggregation (Robinson, 2009). Furthermore, the fine
spatial and temporal resolution of big data enable researchers to
look into urban issues and other geographical processes in fine
detail to generate new understanding and theories, because most
current theories are built on radical and massive changes to urban
issues and other geographical processes instead of gradual and
subtle changes which are probably more important (Batty, 2012).

2.2. A glimpse of big-data-related research

Big data research basically is data driven in almost every disci-
pline and field. Therefore, big data research either focuses on
methodological innovation or prioritizes the application of big data
on different topics in geography and urban studies. The scope of
big data research is difficult to summarize because big data have
different types and each type has different applications. Method-
ological big data studies are generally computation intensive. For
example, a few scholars have proposed innovative computational
framework for data mining on big data (Gao et al., 2014; Wu
et al., 2014). Notable studies include urban computing (Zheng
et al., 2013) and the application of machine learning techniques
such as neural network and deep learning to big data analysis
(O’Leary, 2013; Pijanowski et al., 2014). Visualization tools and
techniques are also becoming popular (Cheshire and Batty, 2012).

The most frequently investigated topics in the application of big
data in this field is human mobility (Gao et al., 2013; Gonzalez
et al., 2008; Liu et al., 2012; Pei et al., 2014; Roth et al., 2011;
Song et al., 2010), followed by spatial interaction (Gao et al.,
2013; Krings et al., 2009) and urban structure patterns (Lee et al.,
2013; Toole et al., 2012; Yuan et al., 2012).

Significant progress has been achieved in big data research in
spatial information sciences and related fields. Table 1 shows sev-
eral empirical studies in the spatial information sciences and
related fields. These studies are selected based on their potential
research impact, diversified big data types and research problems.
We highlight these studies by summarizing the study focus, data
source, methods, and results for each empirical study. This
on the data quality and usage issues. ISPRS J. Photogram. Remote Sensing
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Table 1
Summary of selected big data research in spatial information sciences.

Entry Study
focus

Big data Method Result

Gonzalez et al. (2008) Human
mobility

Mobile phone data Statistical fitting Human trajectories show a high degree of temporal
and spatial regularity.

Roth et al. (2011) Human
mobility

London subway
‘‘Oyster” card data

Null model A polycentric structure is composed of large flows
organized around a limited number of activity centers.

Krings et al. (2009) Spatial
interaction

Mobile phone data Gravity model Communication intensity between two cities is
proportional to the product of their sizes divided by the
square of their distance.

Huang et al. (2015) Human
mobility

GPS Trajectories Markov chain model with consideration of
activity changes

The proposed method improves the accuracy in
analyzing and predicting human movement.

Zheng et al. (2013) Urban
computing

Air monitoring
data and points of
interest

A semi-supervised learning approach based on
the artificial neural network and conditional
random field

The proposed method has advantage over decision tree,
conditional random field, and artificial neural network.

Fu and Chau (2013) Data
quality

Social media (Sina
Weibo)

Random sampling approach Representative and reliable statistics on Chinese micro-
bloggers are limited.

Haklay (2010) Data
quality

OpenStreetMap Comparison with Ordinance Survey datasets OpenStreetMap information can be fairly accurate in
terms of positional accuracy.

Table 2
Research contribution of different research scenarios.

New phenomenon/problem/topic New method New data/context

Old phenomenon/problem/topic Nil Good (methodological study) Problematic if without new insights
Old method Good (new areas) Nil Problematic if without new insights
Old data/context Good (new areas) Good Nil
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summary can serve as a quick overview of the achievements of big
data research in this field.

2.3. How does big data change current research

We believe that big data exert their impact on spatial informa-
tion sciences and related fields in three aspects, namely, data
collection, data processing, and data analysis.

First, the data collection approach has been transformed from
traditional methods (e.g., questionnaires and interviews) into a fast
and powerful ICT-based method, including the web service pro-
vided by different data vendors such as national environmental
protection agencies and commercial institutions, as well as devices
with sensors such as mobile phones and smart transportation
cards. This transformation is fundamental because it has changed
the other two aspects, namely, the way researchers process and
analyze data.

The change in data collection has led to changes in data process-
ing. Big data is characterized by high volume, velocity, variety,
veracity, fine granularity, and rich data availability. Consequently,
the methods and procedures to process these big data must have
the capability to handle high volume and real-time data and serve
as a filter to decrease data errors and data ‘‘noise.” The third aspect
of changes brought by big data in current research is data analysis.
The data structure and fine granularity of big data requires new
data analysis methods and tools because many existing tools and
instruments for data analysis are for the traditional data of coarse
temporal and spatial resolutions (Cheshire and Batty, 2012).

2.4. Evaluating current big data research

The emergence of big data has clearly been transforming the
research landscape. The transition of data collection has increased
the richness and availability of data. A boom in the research areas
is expected, as evidenced by the extensive publications in recent
years (Fig. 1). However, it appears that some researchers are
Please cite this article in press as: Liu, J., et al. Rethinking big data: A review
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immersed in this carnival of big data and overlooked its potential
problems. These researchers tend to embrace big data without
any doubt and scrutiny.

The process of data collection and processing for big data is
expected to play a key role in avoiding the systematic biases of
big data and decrease the data ‘‘noise” to ensure the appropriate
use of big data in authentic scientific inquiries. However, we have
not seen this happen, as shown in the ‘‘big errors” section that
follows in this review.

Data analysis is expected to change in this new era of big data.
The feature of big data requires new approaches and tools that can
accommodate big data with different data structures and can pro-
cess data with different spatial and temporal scales. However, thus
far we have not found any data analysis method that is signifi-
cantly different from the traditional approach. Some of the existing
big data studies basically follow a research paradigm of combining
‘‘new approaches based on new data” with old topics (Yuan et al.,
2012). In attempt to explore the big data, these studies usually
apply or develop methods based on traditional data mining tech-
niques, and use this seemingly ‘new’ approach to explore an old
topic. Original contribution for an empirical research usually
comes from either exploring a new topic/phenomenon, or using a
new method/model, or gaining new insights. Only employing
new data is not enough for a good and original empirical study,
as shown in Table 2. Some of the current big data studies run the
risk of merely doing data exercise instead of making original con-
tribution. Whether these studies contribute to the understanding
of research problems, produce any new insights into the research
problem, or improve the theories that explain the real world is
doubtful.
3. ‘‘Big-errors brought by big data

Anderson (2008), former editor-in-chief of Wired magazine,
indicated the following in his article ‘‘The end of theory”: ‘‘out with
on the data quality and usage issues. ISPRS J. Photogram. Remote Sensing
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every theory of human behavior, from linguistics to sociology. For-
get taxonomy, ontology, and psychology. Who knows why people
do what they do? The point is they do it, and we can track and
measure it with unprecedented fidelity. With enough data, the
numbers speak for themselves.”

However, does big data really have ‘‘unprecedented fidelity”
and speak for themselves without a theory? We doubt these ideas.
We believe that the bigness of big data not only refers to its large
data volume, complex data structure, and fine granularity but also
to the significance of data quality and usage problems in big data.
Researchers in the field of public health, biology and information
communication technology have similar view with us on the claim
by the Wired magazine (Boyd and Crawford, 2012; Khoury and
Ioannidis, 2014; Pigliucci, 2009). This review examines current
empirical studies on big data and summarizes the prevailing prob-
lems during data collection, processing, and analysis of big data to
elucidate the ‘‘big errors” of big data studies in spatial information
sciences and related fields. We attempt to provide a constructive
understanding and argument for the reflection and reexamination
of the data authenticity problem of big data studies, as well as sug-
gest concrete measures to mitigate these problems. Given our lim-
ited experience on big data, this study focuses on mobile phone
data, social media, volunteering data, and searching engine data.
Thus, each problem discussed in this review may not be applicable
to all types of big data and each type of big data may suffer from
one or multiple problems in different ways.

3.1. Inauthentic data collection

Traditional data collection is usually conducted or supervised
by scientific investigators, research institutions, or governmental
agencies. The data collected by these authoritative scientific bodies
generally have high data authenticity and credibility because
researchers in these organizations generally obey research ethics
and follow good scientific practices. These institutions also have
more resources and power to perform these tasks. Furthermore,
these scientific data collection tasks are what these researchers,
research institutions, and governmental agencies are hired and
paid to do. It is their job.

However, some of the big data suffer from authenticity and
credibility problems in data collection. For example, social media
data are collected from Twitter, Sina Weibo, and other social net-
working platforms. These organizations are commercial companies
that are not established for scientific research purposes but are
business platforms that pursue profits. At least three types of dif-
ferences between a scientific research institution and a commercial
company exist. First, commercial business platforms neither adopt
scientific data collection procedures such as random sampling
method for data collection nor follow a series of solid and scientific
data processing procedures to address biases and other data prob-
lems. Commercial business platforms perform data collection not
for the sake of science but for profit. The collected data are ‘‘repur-
posed” data that have been previously used for commercial pur-
poses but is now used for scientific purposes (Loshin, 2012). The
target populations of these companies are people who are prof-
itable to them rather than the overall population. Furthermore,
the sampling method and processing algorithms behind the web
service provided by these companies are unknown, just like a black
box. Second, these commercial big data providers can change the
sampling methods and processing algorithms at any time without
any notice. Researchers may not know these changes at all.
Research that adopts these data generated by different algorithms
for temporal comparison can produce biased or even wrong con-
clusions. Third, commercial platforms have no obligation or moti-
vation to ensure the authenticity and validity of the data they
collected. A good example is that social media such as Twitter
Please cite this article in press as: Liu, J., et al. Rethinking big data: A review
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and Sina Weibo have many robots or ‘‘zombie” accounts that are
run by machines. These companies have no desire to ‘‘eliminate”
these unqualified samples. Instead, these companies count on
these accounts to make money. Other big-data-based web services,
such as Facebook, Fang, Baidu, and Google, have similar problems.

The reputable Google Flu Trends Index is an example of inau-
thentic data collection. Google reports that this index can use the
search records of users who search influenza on Google to predict
the breakout of an influenza pandemic. This index has attracted
considerable attention, but scholars have reported that Google
often changes the algorithms and make the prediction unstable
(Lazer et al., 2014). The comparison between the Google estimates
of influenza and the influenza records of the US Centers for Disease
Control and Prevention (CDC) shows that Google estimates of doc-
tor visits for influenza-like illness are more than double those of
CDC estimates, and Google estimates are also higher than those
of the CDC in 100 out of 108 weeks (Lazer et al., 2014).

3.2. Information incompleteness and noise of big data

As discussed in Section 3.1, some big data are repurposed from
commercial use to scientific use, thus resulting in many data prob-
lems. Information incompleteness is one of these problems. Some
big data are good in data volume but contains limited information.
This situation constrains the further application of these data. For
example, mobile phone call detail record (CDR) data records the
calling log of many phone users in a city in a real-time manner
at a low cost. However, the information in the data is incomplete
and has a narrow application scope without the socio-economic
attribute data of users.

This condition can be attributed to the limited number of data
fields of mobile phone data, including only pseudo user IDs, base
station locations, and calling time stamps. Although the data is
recorded at the individual level, mobile phone data have extremely
limited applications because of the lack of socio-economic attri-
butes. This type of data cannot reflect the differences among
respondents, or describe residents’ behavior characteristics and
other essential information that interests researchers and readers.
Current literature shows that mobile phone data can only be used
to look into the spatial aspects of human activities and not the
socio-economic aspects, which either interrogates human mobility
(Gonzalez et al., 2008; Pei et al., 2014) or examines the spatial
structure and interaction between or within cities (Gao et al.,
2013; Krings et al., 2009; Reades et al., 2009; Soto and Frías-
Martínez, 2011; Toole et al., 2012). For studies that report that
mobile phone data can be used to infer personalities on the basis
of the calling patterns of phone users (de Montjoye et al., 2013b),
the rationale for personality inference is problematic, which is
why the accuracy of personality inference is undesirable.

Moreover, the geo-location information in mobile phone data is
not the exact location of phone calling activities but the location of
mobile phone towers wherein the mobile phone positioning net-
work is built (Gao et al., 2013; Zuo and Zhang, 2012). The geo-
location accuracy for phone activities depends on the density of
these towers and signal strength which vary considerably within
a city (Gao et al., 2013). Furthermore, the data can identify only
working and residential activities during weekdays and recreation
activities during weekends. The problem with activity identifica-
tion is that researchers generally use an arbitrary pre-defined
activity time to differentiate these activities, thus adding uncer-
tainties to the conclusions of studies using the arbitrary parame-
ters. In addition, mobile phone data only record the moving
patterns of people, which is only a small part of the daily life of
people, but ignore most of the time spent in the office or at home.
These activities are much more closely related to the behavior,
health, social, and economic activities of urban residents, which
on the data quality and usage issues. ISPRS J. Photogram. Remote Sensing
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Fig. 2. Fine-grained big data could cause over-fitting when wrong models or analysis methods are applied to pursue higher coefficient of determination r squared.
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are the top concern of the public instead of the human moving
patterns. Mobile phone data, however, cannot perform this task
because it only contains incomplete and less important
information.

Smart card data have similar information incompleteness prob-
lems with mobile phone data. Several researchers have adopted a
winding approach to obtain the socio-economic data of smart card
holders. They combined traditional resident travel survey and land
use data to compute the residential addresses of these smart card
holders, and then infer their income levels based on the residential
addresses (Long and Thill, 2015). These data mining procedures
can attain certain accuracy, but introduce huge errors because of
many uncertainties involved in the study logic.

A special problem of information noise is associated with the
big data analysis. This problem probably occurs, but we have no
solid evidences yet. As previously discussed in Section 2.1, big data
generally have fine granularity, which provides fine detailed data
for research. However, although big data contain information in a
finer grained and detailed manner, they also record random varia-
tions, fluctuations, and even noise during the measurement. When
applying traditional methods such as the machine learning algo-
rithm to analyze big data, researchers can probably run into the
phenomenon of over-fitting, where the machine learning algo-
rithm learns from the noise embedded in the fine-grained big data
and predicts based on the noised information. Take a simple data
fitting task for example, assume that the true relationship between
variables x and y is a linear relationship (Fig. 2a). However, when
big data provide fine and more detailed data points as shown
in Fig. 2b, the machine learning algorithmwill likely come out with
a multiple polynomial fitting curve with a higher r squared rather
than the true linear curve.

3.3. Representativeness problems of big data

The representativeness problem is another consequence of the
repurposed big data discussed in Section 3.1. Commercial big data
providers generally do not adopt a scientific sampling method
when collecting data because of their nature of pursuing commer-
cial profits, which limits the population represented in these data
to only a small group of people with low significance and implica-
tion. Studies based on these big data that ignore the representa-
tiveness problem have probably drawn conclusions that
mismatch the claimed population in the studies.

Many of the current big data research that uses social media
data are built on the following assumption: social media data have
a particularly large number of users, which indicates that the data
has a large sample coverage, so the data can represent the entire
population or possible population sampling bias can be dismissed
Please cite this article in press as: Liu, J., et al. Rethinking big data: A review
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(Mayer-Schönberger and Cukier, 2013). However, this scenario is
false. The large size and volume of big data do not necessarily mean
that the data is random and representative (Boyd and Crawford,
2012), and increasing the quantity does not increase the quality
(Cheshire and Batty, 2012). For example, Sina Weibo, the
Chinese-localized Twitter, reported that it had 61.4 million active
users per day in the 4th quarter of 2013, accounting for only
9.94% of all Internet users and 4.51% of the total population,
according to the statistics report on Internet users released by
the China Internet Network Information Center (CINIC) (China
Internet Network Information Center, 2014b). A survey conducted
by CINIC in early 2014 shows that nearly 70% of social media users
are under 30 years old (China Internet Network Information
Center, 2014a). The population that uses social media is only a
small population that is mainly comprised of young people, which
is far from being representative of the entire population or even
the Internet user population. The representativeness problem of
social media data is not only in the age structure, but also in regio-
nal divisions. More than one quarter of microblogging users are
located in well-developed regions, including Guangdong, Beijing,
and Shanghai where the Internet users of these three places only
account for 9% of the total population of China’s Internet users
(Fu and Chau, 2013).

This condition is occurring among social media services all over
the world. A 2012 survey that interviewed 1802 American Internet
users shows that only 16% of Internet users have a Twitter account,
and the majority of Twitter users are African-American, urban res-
idents, and young people between 18 and 29 years old (Duggan
and Brenner, 2013). Instagram, which is a popular online photo
sharing social media platform, is only used by 13% of the survey
participants, and the survey shows that it is only popular among
women from Latin America (Duggan and Brenner, 2013).

Mobile phone data also have representativeness problems. Most
mobile phone data used in big data studies are from mobile phone
users who signed service contracts with a mobile phone operator
(Krings et al., 2009). However, many phone users have not signed
contracts with a mobile phone operator, whereas others have
signed a contract with other mobile phone operators in a city.
The phone activities of these users have not been recorded in these
data.

Another assumption of these studies based on mobile phone
records and social media is that one account or phone number rep-
resents one person. However, the truth is that ‘‘accounts” and users
are clearly never equivalent. Some people share one mobile phone,
whereas others have multiple phones for different purposes. For
instance, each person in Shanghai reportedly has 1.32 phones on
average (Niu et al., 2015). The same case applies in social media
accounts because these user-generated contents are not solely
on the data quality and usage issues. ISPRS J. Photogram. Remote Sensing
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produced by humans but by a complex and more-than-human
assemblage (Crampton et al., 2013).
3.4. Consistency and reliability problems of big data

Data reliability depends on two aspects. First, the data, their
derived measures, and indicators can genuinely represent the facts
and information on research subjects without being influenced by
the data collector’s behavior. Second, the data, their derived mea-
sures, and indicators are consistent and stable, regardless of how
other unrelated factors change.

However, some big data faile in both aspects of data reliability.
Take the social media data for example, studies that use social
media data often ignore the fact that the operating company that
provides these social media data is a significant confounding vari-
able. The actions and behavior of these companies distort social
media data in many ways. For example, when studying the inter-
personal communication links between cities, researchers are
likely to overlook the fact that the social media services itself alters
the true inter-personal networks by recommending friends (Fig. 3)
on the basis of the user’s place of birth, gender, education back-
ground, and other attributes. This personalization feature of
‘‘friend recommendation” in social media platforms is similar to
the targeted advertising of Google and Baidu, which distract users’
attention and distort the original intention of online surfing. This
hidden influence exerted by these social media companies under-
mine the credibility of the conclusion of inter-personal communi-
cation or inter-city cyberspace analyses such as (Zhen et al., 2012).

In short, the information in social media big data does not only
contain inter-personal or inter-city communication information
but also contain the interfering influences of the operating compa-
nies behind such social media big data. Using social media big data
to analyze the users’ behavior and activities without eliminating
the influences exerted by the operating companies is problematic.

Search engine data are another example of the distortion of
users’ behavior and activities. Search engines such as Google gen-
erally provide users with a handy function called autocomplete
to predict the rest of a word being typed by a user as shown in
Fig. 4. This feature is convenient for search engine users, but it dis-
torts users’ behavior (Ruths and Pfeffer, 2014). Users can be dis-
tracted by searching other words or word combinations instead.
Fig. 3. Social media use friend recommendations and
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The collection and submission procedures of big data are unre-
liable. For example, the geo-location of the geo-tagged tweets is
probably inaccurate and wrong because Twitter users can post
geo-tagged tweets literally at ‘‘any place” on Earth. Fig. 5 shows
a Twitter user who posted a geo-tagged tweet in Hong Kong, but
the same user posted another geo-tagged tweet in New York.
How is it possible for a person to jump from Hong Kong to New
York in only one minute? Free and without-verification geo-
tagged tweet postings are apparently problematic. The collection
and submission method of unverified data largely decreases the
credibility of studies based on these geo-tagged big data. Several
studies that adopted the Twitter user-specified location in users’
profile encounter the same verification problem because users
can provide a fuzzy location such as ‘‘Middle Earth” (Crampton
et al., 2013; Graham et al., 2014).

The unreliability issues of big data are also manifested in the
instability and inconsistency of big data. The population repre-
sented in social media data varies with time, and is never stable
and consistent. The number of social media valid users would
always change because user tastes change and other social net-
working platforms emerge. This variation directly changes the
demographic structure of its user population. Research based on
these social media data can be true now, but can become false a
few months later (Ruths and Pfeffer, 2014).

OpenStreetMap, a well-known volunteer geographic informa-
tion, is an excellent free map data for many researchers (Liu and
Long, 2015). However, one problem of OpenStreetMap is that the
accuracy and data quality are worrisome. Given that most of the
data in OpenStreetMap are provided by different amateur users
who have never received professional scientific training on map-
ping, no uniform and standard data collection methods exist, thus
making the data accuracy, quality, and completeness vary consid-
erably across a country or city. The OpenStreetMap data can only
be regarded as a ‘‘generalized dataset” (Haklay, 2010). In addition,
OpenStreetMap appears to ‘‘bully the poor and flatter the rich”
because it provides detailed map data for wealthy regions, but only
rare and incomplete data for poor areas (Haklay, 2010). A reason-
able explanation is that the volunteering data collectors of Open-
StreetMap tend to collect the data in affluent areas rather than
the less affluent areas. The inconsistent and unjust data abundance
undermines the reliability of this volunteering geographical big
data.
other methods to affect the real social network.
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Fig. 4. The autocomplete function of Google search engine distorts the user’s original search topic.

Fig. 5. Geo-tagged tweets can be sent without verification on the geo-location.
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3.5. Ethical issues of big data

We once had a discussion with Professor John Logan of Brown
University, the author of ‘‘Urban Fortunes: The Political Economy
of Place.” When Professor Logan learned that we used Sina Weibo
microblog to collect public activity data, he asked us, ‘‘is it ethical?”
We replied, ‘‘Since the users make public the information, the
information is open. So data mining from the information is cer-
tainly allowed.”

However, the truth is that ‘‘just because it is accessible does not
make it ethical” and ignoring the ethical evaluation of research is
problematic (Boyd and Crawford, 2012). The practice of collecting
Please cite this article in press as: Liu, J., et al. Rethinking big data: A review
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public data without seeking appropriate ethical approval still has
some risks. If the activity pattern of an individual user is found dur-
ing the data mining process, it can infringe on the user’s privacy
and exceed the ‘‘minimal risk” in research ethics. The so-called
minimal risk refers to the pain or discomfort that people experi-
ence in studies that should not be more severe than what they
experience in daily life (Bacon-Shone, 2014). What we did not con-
sider and acknowledge is the fact that social media data is in public
is different from the fact that the permission to use the data is
granted by all involved users (Boyd and Marwick, 2011).

Several scholars identified nearly 10,000 people engaged in
urban planning and related careers by searching the Sina
on the data quality and usage issues. ISPRS J. Photogram. Remote Sensing
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microblog and analyzed their personal connections (Mao and Long,
2013). Such academic exploration seems fine, but these findings
can violate the privacy of the planning practitioners under investi-
gation. For studies that look into the research topics involved with
user privacies, does the researcher collect sensitive data regarding
social network users’ political ideas or actions? Is the research data
stored properly? Is there any risk of data leakage? Are the user IDs
and names replaced with pseudo codes? Have measures been
taken to minimize the minimum risk emphasized in the interna-
tional research ethics?

Other big data-based studies also reveal the possible violation
of big data against user privacy. For example, a study on the com-
munication data of 1.5 million anonymous mobile phone users in a
Western European country shows that four spatial–temporal posi-
tion records can sufficiently confirm the identity of 95% of people;
researchers also found that after diluting the time and space of
mobile phone data sets, user privacy protection is unimproved
(de Montjoye et al., 2013a). The key information in our identifica-
tion documents is also unsafe, such as social security numbers.
Researchers show that individuals’ social security numbers can
be inferred by combing publicly available data, including profiles
in social networking sites (Acquisti and Gross, 2009).

These studies point out the underlying difficult ethical prob-
lems in big data. However, these problems are beyond the control
of current ethical control mechanisms because we neither know
what big data type is liable for violating user privacy nor do we
understand what measure can be taken to cope with it. Our
research ethics committee is also unprepared for the big data prob-
lem (Boyd and Crawford, 2012).

4. Summary and coping strategies

In the previous section, we briefly introduce the ‘Big Errors’ in
data quality and usage problems of big data: inauthentic data col-
lection, information incompleteness, unrepresentativeness, incon-
sistency and unreliability, as well as ethical issues. Obviously,
most of these issues are due to the unscientific practice of data col-
lection, data processing, and the lack of data verification. The ‘big
errors’ brought by Big Data appears critical, but big data still has
potential. As aforementioned at the beginning of this study, our
aim is not to discourage big data studies. Instead, our intention is
to increase the awareness of researchers of the potential biases
and errors in this field, as well as to unravel the big data puzzle
with care. Big data studies, as currently observed, will continue
to prosper and produce more interesting studies.

The next question is how spatial information sciences and
related disciplines cope with the ‘‘big error” brought by big data.
This paper argues that big data studies in spatial information
sciences and related disciplines should focus on the following
aspects. Note here that the following recommendations are prelim-
inary thoughts on how to mitigate the ‘‘Big Error” rather than a
panacea for all problems.

4.1. Big data errors should be further understood and evaluated, and
new reliable data analysis methods should be developed to decrease
errors

Obtaining a deep understanding of the issue is essential to
develop appropriate methods to solve the problem. This condition
is also applicable for the ‘‘big error” brought by big data. Specifi-
cally, scholars who use big data should have a deep understanding
of how the data supplier’s behavior affects the quality of big data
and biases the results. Besides, evaluating the quality of big data
and possible errors, such as positioning accuracy, data integrity,
logical consistency, and other data accuracy characteristics, is
needed before using big data in data analysis. Second, we should
Please cite this article in press as: Liu, J., et al. Rethinking big data: A review
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actively develop reliable technical methods that can be widely
applied to decrease or eliminate big data errors. When counter-
measures to solve these problems are unrealistic, we should care-
fully determine the scope of study such as the targeted study
population or subjects, and explain it in the discussion section.

4.2. We should cooperate with data providers, adopt rigorous research
designs such as experimental research design to decrease or eliminate
the influence from data providers

The impacts of big data suppliers on the big data quality have
been discussed in the previous part. If researchers who know the
scientific methods of data collection cooperate with big data sup-
pliers and conduct rigorous research plans together, they are likely
to obtain a conclusions with high credibility. This model is feasible
because researchers need the data and support from big data sup-
pliers and the suppliers want to learn more about their business
from the data. For example, eBay may want to know how it can
influence online transactions and logistics if they increase trading
commissions for the merchants. There are precedents of scholars
in other fields that cooperate with online commercial platforms.
For example, Kohavi et al. (2009), who were the experimental
platform team members of Microsoft, cooperated with Amazon,
Google, and NASA using an experiment design method to study
user satisfaction or tolerance on the waiting time of the searching
web, certain website designs, or certain services.

4.3. Research on big data should be supplemented by traditional
scientific data collection methods to obtain more detailed and
representative data

Big data such as mobile phone data and smart card data have
incompleteness problems and other big data such as social media
microblogs have biased samples. Traditional data can be used to
complement such big data. Using a scientific traditional sampling
survey, we can collect more detailed information of the target
population including as their socio-economic characteristics, and
make the collected data more representative. Many scholars are
already using this approach, such as combining smart card data
with travel diaries (Long et al., 2015) and combining news report
and crime incident data with social media data (Crampton et al.,
2013).

4.4. Multiple data sources can be used to expand the sample
representativeness and enhance the reliability of research findings
based on big data

Data from multiple sources result in relatively complex data
structures and data processing tasks, but it increases diversity. This
condition is particularly important for the problems of representa-
tiveness and reliability of big data. The robustness of conclusions
derived from one type of big data can be tested with big data pro-
vided by another platform to make them more convincing.

4.5. Current research ethics and good practices should be enhanced at
the governmental, university, and individual levels all over the world

As providers of public goods, government agencies, universities,
research institutions, and individual researchers are obliged to pro-
tect the privacy of individuals and the right of the public to know.
Ethics review practice is well implemented in developed countries
but poorly implemented in developing countries such as China. To
the best of our knowledge, clinical research ethics reviews are
widely adopted in the medical schools of Chinese universities but
there are no compulsory institutional-level measure over non-
clinical research that involves human subjects. We believe that
on the data quality and usage issues. ISPRS J. Photogram. Remote Sensing
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the research ethics review is not to hinder the progress of research.
Instead, it attempts to protect the public, research institutions, and
researchers themselves.

As for big data research, we recommend that access control to
big data that are liable to ‘‘disclosing” the privacy of the public
should be regulated in big data research. Pseudo codes should be
used to substitute all identifiable information. However, what kind
of big data is vulnerable to privacy disclosure and what corre-
sponding countermeasures can be developed should be intensively
studied first.
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